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Introduction
Most models struggle to identify and 
incorporate important knowledge 
from dialogues and simply use the 
entire turns as context, which 
increases the size of the input fed to 
the model with unnecessary 
information.

Methods
We propose a simple method that 
only includes a few complete speaker 
turns as input, and the remaining 
turns are compiled into a summary 
that describes succinctly the omitted 
utterances.

Results

Conclusions
• We show that it is possible to 

improve dialogue generation and 
reduce the size of the input. 

• However, the weak quality of the 
summaries may influence the 
overall performance of the system.
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Fig. 1: Example of an input fed to the decoder.

Tab. 1: Results for BLEU and ROUGE metrics on the Persona-
Chat dataset.

• The results show that, in general, the 
inclusion of a summary improves the 
generation results when the number of 
complete turns are the same. 

• The errors from the summaries are 
propagated to the decoder, which may 
contribute to a performance decrease.

• In other scenarios, the summary focuses 
on irrelevant information such as 
greetings: “Speaker 2 wants to know 
how are you doing”.

• First, we fine-tune BART in an 
abstractive summarization corpus and 
use it to generate summaries for the 
dialogue context.

• Then, we fine-tune a GPT decoder with 
the summaries from the previous stage 
by incorporating them with the dialogue 
between both speakers.


