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Background and Motivation
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● Stochastic 🎲  methods exhibit variability on the rationale extraction and are hard to train
● Deterministic 🎯 methods lack a way to regularize the rationale extraction

Can we propose an easy-to-train deterministic rationalizer with regularized rationale extraction?

Rationale Extraction as a Structured Prediction Problem

Can we highlight relevant tokens for prediction to explain AI models?

This record is remarkable . 
It is filled with clever , 

beautiful , original songs .

This record is remarkable . 
It is filled with clever , 

beautiful , original songs .
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How do I generate the explanation?
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We instantiate rationales as structures, whose global scores are given by:

Results

SPECTRA 🎯  generally outperforms 
other methods, exhibits less variability  

and its rationale extraction is 
regularized.

Across 5 random seeds
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